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Abstract

Recently, the amount of information is growing exponentially, so security and
privacy protection have been a public concern for quite a long time. This data
can be utilized in several fields, such as business, health care, and cybersecurity.
Cyberspace is a virtual computer environment to ease online communication. Data
mining applications can detect future cyber-attacks through analysis. Data mining
techniques bring a number of privacy risks while also allowing users to access in-
formation that was previously hidden. However, there are various techniques and
algorithms for data mining that preserve cyberspace and privacy for publishing data
in data mining. These algorithms consist of perturbation and anonymization. In
this paper, a framework has been developed for analyzing qualitative methods as
a platform for data classification and evaluation based on the latest perspectives.
Our aim is to present a systematic review of data dissemination methods to prevent
cyber-attacks and privacy preserving data mining (PPDM) and provide a platform
for qualitative comparison within this framework. Additionally, exposing existing
method weaknesses is important for improving PPDM approaches and determining
the appropriate methods according to the requirements of the fields to be studied.

Keywords: Cyber Security, Privacy Preserving Data Mining, Data Publishing,
Perturbation, Anonymization.

1 Introduction

Combining and analyzing sensitive data from multiple sources offers considerable poten-
tial for knowledge discovery. However, there are a number of issues that pose problems
for such analyses, including technical barriers, privacy restrictions, security concerns,
and trust issues [1]. Cyber security is concerned with protecting computer and network
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systems from corruption due to malicious software, including Trojan horses and viruses.
Data mining has also proven a useful tool in cyber security solutions for discovering
vulnerabilities and gathering indicators for baseline, as shown in fig.1 . Data mining
is the process of identifying patterns in large datasets [2]. Data mining techniques are
heavily used in scientific research as well as in business, mostly to gather statistics and
valuable information to enhance customer relations and marketing strategies. Privacy
preserving distributed data mining techniques (PPDDM) aim to overcome these chal-
lenges by extracting knowledge from partitioned data while minimizing the release of
sensitive information. Numerous methods have been proposed in the field of privacy
data mining [3]. These methods may lead to information loss or side effects, such as
reducing the most recent classifications of perturbation and data usage. This article
provides an overview of anonymization and perturbation techniques. Anonymization
techniques prevent identifying the characteristics and identity of critical data to ensure
privacy, while data perturbation techniques modify a piece of data or the entire dataset
while maintaining the meaningful properties for creating data mining models [1]. This
technique is chosen by some data owners since they do not want to expose their privacy.
In the perturbation approach, there are two types of techniques: value-based perturba-
tion and Multi-Dimensional Perturbation. It is a technique that maintains data privacy
during data integration or before sending data to a data-mining program [5]. In this
article, publishing techniques for privacy preserving data mining and a comprehensive
overview of all the methods used so far are presented. We have attempted to provide
the most comprehensive classification of the categories because in most articles avail-
able, only the steps of privacy preserving data mining are divided, whereas the following
methods are not discussed. The aim of this article was to provide a brief description of
each method, as well as a category for each method. This essay is organized as follows:
After the introduction, a description of the research is provided in part two, followed
by a classification of the various techniques in the next parts. The next part consists
of evaluation criteria. Finally, at the end of the article, a list of the newest methods is
provided based on recent research projects.

2 Related Works

Confidentiality is the main problem that arises in a large set of data. In this case, PPDM
protects the privacy of data mining and its purpose is to achieve reliable data mining
results without disclosing sensitive information. In [6], privacy techniques are classified
into two categories, the Anonymous and the perturbation approach. After analyzing
each approach, their significant features were identified, but only a small number were
examined in the classification of methods. This paper provides an overview of existing
privacy techniques, such as perturbation, anonymization and analyzes their strengths
and weaknesses in various contexts [7],[3]. Privacy preservation is divided into the
following types: Privacy preservation data mining (PPDM), Privacy preservation data
publishing (PPDP), Privacy-preserving distributed data mining (PPDDM), and privacy
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Figure 1: Conventional cyber security system [2]

preserving social network data publication (PPSNDP) [9]. Anushree Raj and Rio G.L.
D’Souza have also said that two types of privacy attacks, called record linkage and
attribute linkage, are prevalent. Several techniques are presented to preserve privacy
[10]. According to Alpa Shah, the essence of PPDM lies in anonymization, perturbation,
cryptography, fuzzy logic, and neural networks. Perturbation-based approaches have
been discussed in [11]. It is also said that the data perturbation Approach is divided
into two groups: the approach to probability distribution and the approach to value
distortion. This paper aims to provide a complete and comprehensive classification of
perturbation-based and anonymization-based algorithms according to the latest updates
on data mining privacy. It also seeks to come up with an acceptable basis for more
accurate classification and evaluation of data mining privacy techniques.

3 Algorithms and Techniques

To carry out data mining based on the desired results, complexity, and data properties,
various used algorithms and techniques, including Association Regulation Learning,
Classification, clustering, regression and outlier analysis [12] are explained in fig. 2.

3.1 Association Regulation Learning

This is also known as dependency modeling or market basket analysis. It is used to
discover relationship rules and correlations between variables. The purpose of associa-
tion rule mining algorithms is to identify relevant relationships between variables in a
dataset [13].
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Figure 2: Various Data Mining Techniques

3.2 Classification

A classification algorithm is a powerful tool for analyzing and categorizing large amounts
of data. It also enters data into a group belonging to a public class. It also enters data
into a group belonging to a public class. This is also known as supervised classification

[14]-

3.3 Clustering

A clustering algorithm, known as Unsupervised classification, finds and creates groups
of data elements that are similar [15]. Since each cluster can be considered as a class
without a label, clustering is also known as automatic classification or classification that
learns from observations rather than a training set [10].

3.4 Regression

A regression algorithm looks for a function that models the data with the fewest possible
errors.Although algorithms have been created for a variety of tasks (such as clustering,
association-rule mining, and classification), only two parties remain in the case of re-
gression. The most interesting point about this algorithm is that it will keep the answer
variable private [17].

4 PPDM Techniques for cyber security

Despite that, information discovered by data mining can be very valuable to many
applications, people have shown increasing concern about the other side of the coin,
namely the privacy threats posed by data mining [18].New strategies are discovered
in PPDM to provide privacy for data mining knowledge. Furthermore, the process of
knowledge discovery should not be impeded due to privacy. PPDM’s major purpose
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is to create algorithms that modify original data in several ways so that personal data
remains private even after mining [19].

4.1 PPDM Techniques

There are several methods and a number of proposed conservation techniques to pre-
serve privacy. Most techniques use some form of transformation in the main dataset to
preserve privacy [20]. In this paper, the current techniques are divided into two general
categories: perturbation and anonymization (fig.3).

Perturbation is a procedure for maintaining information confidentiality. This tech-
nique modifies the value of records without altering the significance of the input data
Research shows that rotation disorders, projection disorders, and geometric data disor-
ders are the three types of approaches to data disruptions [21]. The summary of these
three types of data Perturbation is presented in Table 1.Anonymization refers to an
approach where identity or/and sensitive data about record owners are to be hidden.

4.2 Cyber security

Cyber security is the set of technologies and processes designed to protect computers,
networks, programs, and data from attack, unauthorized access, change, or destruction.
Cyber security systems are composed of network security systems and computer (host)
security systems [22]. Data mining has also proven a useful tool in cyber security
solutions for discovering vulnerabilities and gathering indicators for baseline. In this
paper, we will focus on privacy preserving Data mining approaches for cyber security.

4.2.1 Value-based Perturbation

This will be explained in detail to preserve statistical characteristics and column distri-
butions. Value-based Perturbation is caused by:

Table 1: Summary of different Data Perturbation Types [23]

Random Rotation perturbation

Geometric Perturbation

Random Projection perturbation

R*X =Y

For all three formulas, X is
the original dataset. For all
three formulas, Y is the
perturbed  dataset.  The
random rotation matrix is
denoted by the letter R.

RX+T+D=Y

The secret rotation matrix is
denoted by the letter R.
(preserves Euclidean distances)
The secret random translation
matrix is denoted by the letter T.
The secret random noise matrix
is denoted by the letter D.

A¥X =Y

The random projection
matrix is denoted by the
letter A.
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Figure 3: Privacy preserving data mining approaches for cyber-security

Random Noise Addition. This method is based on the fact that data owners may
not want to preserve all values in a record equally [3]. We consider the original values
(r1,22,...,Ty) in a column to be drawn arbitrarily from a random variable x with
a distribution. The randomization process alters the original data by adding random
noises R to the original data values (Y = X + R in column Y'). It then makes the
resultant record (1 + 71,22 + 72, ..., %y + 1) public [24].

Randomized Response. As a technique developed in the statistical community,
the RR scheme is designed to collect sensitive information from individuals in a way
that interviewers and the data processors are unaware of the two alternative questions
answered by the respondents [25].

Uniform Perturbation. To ensure that individual values are hidden during data
collection, data providers can alter the value of each data item or attribute separately
before sending it to collectors in two ways. 1.Addition fixed data perturbation or substi-
tuting an attribute value with a new one, 2. Generalizing the data values or aggregating
based on the related domain hierarchy [26].
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Figure 4: Data Micro Aggregation Perturbation Model [30)]

Probability Distribution. This method endeavors to preserve data privacy for in-
dividuals by reconstructing the distributions. The point of this approach is that the
owner of the data set publishes the resulting tuples by x;, instead of z;(z1, 2, ..., zy).
Xy 18 the original data value of a column (one-dimensional distribution) and is drawn
from a random variable x and a random value of a certain distribution r [27].

Data Aggregation. This PPDM technique exposes aggregated data and allows the
evaluation of particular aggregate query functions in the procedure of concealing an
individual record [25].

Data Swapping. The values in distinct records are modified in data swapping strate-
gies to ensure privacy in data mining. The lower half of the data is kept intact and is
not impacted in any way, which confirms this method’s benefit. As a result, certain
general calculations can be performed without jeopardizing data privacy [29].

Data Shuffling. In addition to preserving summary statistics, data shuffling mini-
mizes the risk of exposing confidential variables (X), a risk beyond that already present
in the original data [31].

Data Masking. In this method, original sensitive attributes are restored with symbols
like ‘or’ and ‘+’. It is very similar to the data blocking method but in this method,
symbols are used for masking attributes [28].

Data Merging. The common approach to achieving data merging is sharing aggre-
gated data rather than the subject’s personal data [32].

Data Blocking. Methodology for falsifying association rules can be complicated by

introducing unknown values into data. When uncertain values are entered, the Values
of support and trust will fall within a certain range rather than a fixed number. It
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means that important association rules are obscured by the final results set [33]. When
data is given for mining, a blocking-based strategy suggests hiding certain sensitive
information.

4.2.2 Multi-Dimensional Perturbation

The purpose is to hold Multi-Dimensional information. Multi-Dimensional Perturbation
is caused by: Data Mining Task-based Perturbation. Data mining techniques
modify the original data in a way in which the preserved properties can be utilized for
tasks specific to data mining or even a particular model [34].

Condensation. This is one of the PPDM techniques that uses a methodology that
condenses the data into various classes of the same size. The higher the indistinguisha-
bility level, the higher the amount of data privacy. Every group has at least a k value
which alludes to the level of indistinguishability [31].

Multiplicative Transformation. Before publishing, the data owner perturbs the
data using the multiplicative data perturbation method. The multiplicative data per-
turbation is a combination of random rotation and fuzzy logic. The original data is given
as input to multiplicative data perturbation and obtains perturbed data as output [35].

Distance Perturbation. It also provides a high level of guarantee on data utility,
particularly in terms of classification and clustering. As long as distance or inner product
are preserved in data mining models, perturbed data will have the same accuracy as
original data if such information is preserved [34].

4.2.3 Dimension Reduction-based

Data dimension-reduction-based strategy is an effective way to reduce data size in such
a manner that it is compact and provides lower input data dimensions while keeping its
geometric structure [36].

Dimension Reduction-based is caused by: Non-negative Matrix Factorization
(NMF). The NMF [37] method uses nonnegative constraints to obtain a matrices-based
data representation. The NNF matrix (Equation (1)) is as follows:

Apxm = mxk X Hgxn (1)
In which W and H are nonnegative matrices of dimensions m x k and k X n, respectively.
Singular Value Decomposition (SVD). A noted method of dimension reduction

in data mining is the SVD [38]. M is the original matrix, while n represents records and
m represents attributes. Equation (2) is as follows:

M = uXoT (2)
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U is an m x n orthogonal matrix, ¥ is an m x n diagonal matrix whose diagonal elements
are positive, and VT represents an m X n normal orthogonal matrix [39].

Normally Distributed Noise (NDN). As a result of this method, M is added to a
noise matrix (7'u) with the same size and normal distribution. The matrix dimensions
of Tu and M are the same. Tu’s elements are arbitrary values with a standard deviation
and a mean parameter. The distributed matrix Equation (3) is as follows [39]:

M =M +Tu (3)

NMFSVD. This method sequentially decomposes the initial matrix using NMF and
SVD. The algorithm is too time-consuming, and the change of the data space distance
results in undesired privacy protection [10].

4.2.4 Anonymization Approach

This method creates a system in which individual records cannot be distinguished from
groups of records by data generalizing and suppressing [10].
The Anonymization Approach is caused by:

K-Anonymity . The k-anonymity approach is an extensively applied and recognized
privacy technique [11]. The K value is used as a measure of privacy. The lower the K
value, the lower the probability of anonymizing.

L-Diversity. This method saves k values in addition to a variety of sensitive charac-
teristics about each group to prevent homogenous attacks [12].

T-Closeness. As a result of the disadvantages of the L technique, the T-Closeness
Approach was developed. Using the T- Closeness technique, the space between a sentient
property’s distribution in an unknown group and its distribution in the entire table
should not exceed the threshold ¢ [12].

P-Sensitive. As an extension of k-anonymity, the p-sensitive model addresses several
shortcomings of this model. It considers several sensitive attributes that must not be
disclosed. Although initially designed to protect against homogeneity attacks, it also
performs well against different types of background attacks [13].

M-Invariance . M-Invariance is a fundamentally privacy-preserving concept in mi-
crodata republication. Unfortunately, the existing generalization-based m-Invariances
require changing microdata for big data releases. This leads to problems with data
utility loss and poor querying performance [13].
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5 Evaluation of Privacy Preserving Data Mining Tech-
niques

Privacy measurement is difficult due to the lack of a single and universal definition.
However, some metrics have been proposed in the context of PPDMS. Unfortunately,
there is no such thing as a single metric because some parameters can be evaluated.
The existing metrics can be categorized into three groups that are different in PPDM
aspects that are being assessed: 1. Data quality metrics that calculate the loss of data
2. A complexity metric that measures a technique’s efficiency and scalability 3. Privacy
level metrics that measure how safe data is from the standpoint of disclosure. Metric
results make similar evaluations, but the assessment is carried out through data mining
outcomes developed with changed data. The following subpar presents a survey of
PPDM metrics regarding the privacy level, data quality and complexity [43].

5.1 Privacy Level

The goal of PPDM is to maintain a certain level of privacy while maximizing the data’s
usefulness. According to data privacy metrics, the original sensitive data can be deduced
from the altered information that results from using a privacy preserving approach
[13]. The average conditional entropy measure is presented based on the information
entropy idea to address the issue of not including the original data distribution [14]. The
conditional differential entropy of X, h(X|Z), is obtained from equation 4. in which
fx() and fz() are the X and Z density functions, respectively.

hX|Z) = - /Q | el 2)log f (@) (4)

A key privacy statistic is the hidden failure (HF), which is used to assess the balance
between privacy knowledge discovery and security. The ratio of the hidden patterns
compared to the original information hidden as a privacy- preserving method is known

as the hidden failure [14] and is derived from Equation 5.
#RP(D')
HF = ———= )
#RP(D) ®)

In this equation, HF stands for hidden failure, D and D stand for sanitized and
original data sets, respectively. #RP() stands for the sensitive Patterns. All sensitive
patterns will be properly hidden if HF = 0, but no sensitive information will be lost in
the process [17].

5.2 Data Quality

Data quality is frequently harmed by privacy-preserving measures. Data quality mea-
surements (also known as Metrics of functionality loss) try to determine the extent of
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Table 2: Advantages and Limitations of PPDM Techniques

Technique Advantages Limitations
-Scalable -Original data values cannot be
Techniques -Efficient regenerated.
according to | -In this technique different attributes are preserved . .
perturbation independently -Loss of information
Techniques -Hide records with -Linking attack.
according to | -Identity or sensitive data about record owners are -Heavy loss of information
anonymization to be hidden

the utility loss. In most cases, the measurements are conducted by analogizing outputs
of a function to the original data and the privacy maintained altered information [15].

A metric is defined for determining the accuracy of any reconstruction algorithm
(such as randomization) [14]. The authors calculate the amount of data loss by com-
paring the reconstructed and original distributions using Equation 6, in which f,(z) is
the original density function, and f is the reconstructed density function.

I(e(@) fo@) = 5BL [ 1fela) = fo(w)lda] (6)

The MC is a metric that counts how often patterns were hidden when they shouldn’t
have. As expected, during privacy protection process, no sensitive Patterns were re-lost
[45]. This metric is obtained from Equation 7, in which Rp(X) stands for the number
of non-restrictive patterns found in database X.

_ #~ Rp(D) — # ~ Rp(D")
# ~ Rp(D)

MC (7)

5.3 Complexity

The efficiency and the implemented algorithm’s scalability are the most important as-
pects of the PPDM approach complexity. Metrics can be utilized for resource consump-
tion, such as time and space to quantify efficiency. All algorithms use these measures.
A brief overview is provided here [15].

6 Discussion and Conclusion

Privacy models that cleanse data are used to achieve data publication privacy. However,
attackers may attempt to anonymize or infer sensitive information due to access to other
publicly accessible sources Modeling background information on adversaries presents a
number of challenges as the amount of published data keeps increasing in quantity
and complexity. These challenges include determining what data can be used to de-
anonymize and the number of public data sources that can be linked together. This
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Table 3: Techniques for Data Mining that Preserve Privacy Analysis and Comparison

required

Methods
Criteria
Methods Scenario
Lots of Privacy . . ., e
computation preservation Accuracy of mining Scalability
Central
Anonymization Commodity Low Average Average Average
Central .
. High
Perturbation Commodity . Low .
and Low High Average High
Distributed &
Table 4: Comparison of Perturbation-Based Privacy Techniques
Methods Processing Advantages
) . A uniformly determined
Uniform Noise | perturbation matrix is ] ) - ) )
Distorted added to the initial matrix It is easy to use and has a high addition noise efficiency
Add randomly selected
Normally noise values to the initial ) ) ]
Noise Distorted | matrix Add noise based on attribute value, randomness is strong
In the original matrix of
Sineular Value | higher latitude, three o o o
Dec%)u mposition matrix multiplications are Clustering is based on spatial distance and similarity between

data

Non-negative

Dividing the initial matrix
into two matrices and

Optimization problems have a much lower computational

Matrix A overhead than SVD
Factorization multiplying them
Min Max Normalize attribute values | The prediction accuracy rate of normalization,

Normalization at uniform intervals standardization, and data mining
In this method, the initial
matrix is successively It is difficult to reconstruct the initial matrix, and it also has a

The NMFSVD decomposed by NMF and | high mining accuracy
SVD
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necessitates the creation of more sophisticated and accurate adversarial background
knowledge models, which can stimulate research on privacy safeguards that are effective
against them.

In privacy preserving data mining, the key objective is to come up with a new
algorithm that will hide or protect sensitive data from unauthorized parties. This
paper presents a framework based on data publishing for categorizing and evaluating
Privacy Preserving Data Mining methods. To begin with, these techniques were divided
into two classes of anonymization and perturbation, and their key characteristics were
examined. The perturbation process has an impressive computation cost efficiency, but
it is difficult to achieve a balance between privacy and accuracy in data mining results.
The purpose of this study is to review a wide range of privacy preserving data mining
methods and their existing approaches. In this paper, the current state of privacy
preserving techniques and cyber space in data mining discussed. We hope that the
review presented in this paper can offer researchers different insights into the issue of
privacy-preserving data mining, and promote the exploration of new solutions to the
security of sensitive.
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